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ABSTRACT

This document presents an analysis and the simulated test

results of two algorithms, RESIDT and RESIDG, which were

developed to estimate the residual biases for an orthogonal

triad of magnetometers. The algorithms were tested under

the simulated flight conditions of the Active Magnetospheric

Particle Tracer Explorers (AMPTE) mission for sensitivity to

data rate, sensor granularity, orbit position, magnitude of

residual bias, and sensor misalignment. On the basis of

these test results, conclusions were drawn concerning the

type of data necessary to ensure good algorithm performance.
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SECTION 1 - INTRODUCTION

1.1 OVERVIEW

Experience in attitude determination using magnetic field

measurements has shown that the inflight calibration of

magnetometers is essential to meeting attitude accuracy re-

quirements in the error range of 2 to 3 degrees (Refer-

ence i). This document presents the results of the tests of

two algorithms, RESIDT and RESIDG, which were developed to

estimate the residual biases for an orthogonal triad of mag-

netometers under the simulated flight conditions of the

Active Magnetospheric Particle Tracer Explorers (AMPTE) mis-

sion.

The RESIDT algorithm was developed by Computer Sciences Cor-

poration (CSC) specifically for this study. The technical

details of its formulation are discussed in detail in this

report. The RESIDG algorithm was developed for a previous

mission; the computer code was extracted from that of the

Solar Maximum Mission (SMM). RESIDG is the only piece of

previously existing software that is attitude-independent

and suitable for AMPTE, and which has a code that is adapt-

able and thoroughly modularized.

Section 2 presents a general formulation of the inflight

residual bias determination problem. Sections 3 and 4 dis-

cuss the RESIDT and RESIDG algorithms in relation to the

general formulation. Section 5 discusses the orbital condi-

tions and attitude constraints assumed for this study and

the results of the AMPTE Engineering Simulator (Reference 2}

runs. In addition, some observations based on that data are

presented. Section 6 presents the tests made to simulate

the effects of items such as data period, sensor gran-

ularity, and sensor misalignment, and includes the test re-

sults. Section 7 presents the conclusions that are evident

from the results of this study.
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1.2 AMPTE MISSION

The AMPTE mission is a small Explorer-class international

cooperative program between the Bundesministerium fuer

Forschung und Technologie (BMFT) of the Federal Republic of

Germany (FRG) and the National Aeronautics and Space Admini-

stration (NASA). Two spacecraft, the Charge Composition

Explorer (CCE), which is provided by NASA, and the Ion Re-

lease Module (IRM), which is provided by the FRG, will in-

vestigate the detailed physical processes operating within

the magnetosphere-ionosphere domain using active experimen-

tation (Reference 3). The concept involves the release, by

the IRM, of tracer ions outside the magnetosphere and within

the solar wind at the subsolar point as well as at various

other points, including the magnetospheric tail, while the

highly eccentric IRM orbit precesses. The CCE instrumenta-

tion will detect released ions inside the magnetosphere and

will perform other charge-detection experiments independent

of ion releases (Reference 3).

Only the attitude determination subsystem and planned or-

bital conditions of the CCE are addressed in this document.

The CCE will be injected into a highly eccentric orbit with

perigee altitude of 300 kilometers and apogee attitude of

7.5 Earth radii (Reference 3). The spacecraft attitude will

be spin stabilized, and the CCE will carry a digital Sun

sensor and a three-axis orthogonal magnetometer triad. The

spin axis will lie in the orbital plane, and the angle be-

tween the spin axis and the Sun line will be minimized.

1-2



SECTION 2 - EQUATIONS FOR MAGNETOMETER BIAS DETERMINATION

_L_ _-:_,_

Development of a formalism that is independent of spacecraft

attitude requires a loss function that is independent of

spacecraft attitude. A loss function that satisfies this

criterion is described in this section.

The quantities used throughout this section are defined as

follows:

H! i)
J

M (i).
J

= jth component of the model magnetic field in the

geocentric inertial (GCI) system at position i

= jth magnetometer reading at position i

Bj = jth magnetometer bias which is taken to be inde-
pendent of the spacecraft position

For the ith point, an error 6 (i) is defined by the fol-

lowing equation:

2 2

6(i) = -_(i) _ _<i) _ -_2 + 2_(i) . -_ (2-1)

The objective of this equation is to minimize quantity 6 (i) by

adjusting the bias vector B to its optimal value. Thus, the

loss function to be minimized is given by

N

L(-_) = E _(i)d(i)

i=l

(2-2)

where _(i) = the weight associated with the ith data point.

The weights are assumed to be normalized to unity, that is

N

_o(i )

i=l

= 1 (2-3)
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Determining the minimum value of L(B) first requires that

its derivatives with respect to the components of the bias

vector be set equal to zero:

aL

_B
(2-4)

where

8L 4 _ _(i) (i) 2 2"= _ _ -_ _ _(i _ M(i)

_B i=l

(2-5)

Combining Equations (2-3) , (2-4) , and (2-5) leads to the

following result:

OekB k = b e + Fe(_)

k=l

(2-6)

where

Oak = 6 k(<H2>- <M2>) - 2<M Mk>

b e = <MeH2> - <Me M2>

Fe(B ) = (B e
- <M >)-_2 _ 2B S " <M>

c_ e

<A> =

N

_(i)A(i)

i=l

2-2



6 k = i if k = e; = 0 if k _

Equation (2-6) can be solved directly to obtain the best

value for the bias vector B.

%

2-3



i _ .7

SECTION 3 - RESIDG ALGORITHM

3.1 GENERAL DESCRIPTION

RESIDG is an attitude-independent method for determining

residual magnetometer biases for an orthogonal magnetometer

triad flown onboard a spacecraft. Reference 4 contains a

detailed mathematical description of RESIDG.

RESIDG minimizes the loss function given in Equation (2-2).

In Equation (2-1), only the magnetic field components are

treated as independent parameters. The resulting problem, a

least-squares fit to a quadratic equation, is solved by

using an iterative procedure which converges to the exact

solution if the biases are much smaller than the magne-

tometer readings themselves.

RESIDG approaches the solution to the problem in two steps.

First, RESIDG obtains a trial solution for the biases.

Then, RESIDG iterates a linearized form of Equation (2-6)

until a precise solution is obtained.

The trial solution is determined by minimizing the following

loss function:

L' (B) = L(B) - <6(B) >2 (3-1)

where

<6(B) > =

N

w (i) 6 (i) (B)

i=l

o(i) (B-') is given by Equation (2-1) and L(B-_) is the loss

function given by Equation (2-2). The equations for -_,

which result when L(B-_) is minimized, are linear in B and,

therefore, are simpler to solve. When the magnetometer data

3-1



is ideal (i.e., no noise or measurement error exists),

<6(_m)> = 0, where-_ m is the true bias. In this case,

L' (_) = L(_) = 0 and the same value of B minimizes

both L' (B) and L(B). The solution to the linear problem,

therefore, is precisely the same as the solution to the non-

linear problem, and the trial solution is exact.

A problem arises with this process when noise and inexact

measurements are present in the data. In those cases, the

loss functions L' (B) and L(B) will, in general, be minimized

by quite different values of B. The trial solution will be

completely different from the true solution. This is illus-

trated theoretically in Reference 4 and experimentally with

real spacecraft data (Reference i). Thus, in general, it

should be expected that the RESIDG trial solution will be

quite different from the actual least-squares solution with
real data.

After the trial solution is obtained, RESIDG then linearizes

Equation (2-6) and uses a Newton-Raphson scheme with the

trial function described previously as a first guess to ob-

tain a solution. Convergence is defined as the point at

which the input and output values agree to within a present
tolerance.

3.2 EXISTING SOFTWARE

The RESIDG algorithms are implemented in a set of several

FORTRAN subroutines, which are invoked by a call to the main

subroutine RESIDG. For this study, the RESIDG software was

obtained from the ground-support software for the SMM, for

which it was used for inflight determination of biases for

the SMM magnetometers (Reference 3). To facilitate inter-

facing, the SMM routine MAGBAS also was retained, because

all the arrays and parameters were set up essentially as

they were needed for this study. However, task personnel

3-2



did develop a driver routine to provide the necessary pro-

gram functions for exercising the existing software (Sec-

tion 6.1).

Figure 3-1 is a block diagram of the RESIDG routines as im-

plemented in this study. Reference 3 describes the calling

sequences and other features of the RESIDG software.

_iir __
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SECTION 4 - RESIDT ALGORITHM

4.1 GENERAL DESCRIPTION OF THE ITERATIVE SOLUTION

Equation (2-6) is nonlinear in terms of the bias vector. In

general, an analytic solution to this type of equation is

not available; however, the construction of a numerical

solution is possible.

The method chosen during this study to the solution to Equa-

tion (2-6) is an iterative procedure• The zero-th order, or

trial solution to Equation (2-6), is obtained by dropping

the nonlinear terms in comparison to the linear terms. This

approximation is valid only when the bias is small in com-

parison with the actual magnetic field. This point is not

critical, as the iteration scheme constructs an accurate

solution even when the trial solution is not close to the

true solution• The trial solution is given by

3

B_ 0) = _ (O-I) k_be

e= 1

(4-1)

-i
where O = inverse of the matrix O

Bk(0) = trial solution

This solution may be iterated as follows:

3

B(1) = B(0) + _ (O-I) 6Fk

6=1

3

B_J) = B(0) + _ (O-I) 6Fk 6

6=1

(_(j-l))

(4-2)

4-1



The iteration continues until

B(J) _ B(J-1) I
ABS k k .

Sk(J)
(4-3}

where _ = some arbitrarily small value depending on the

accuracy desired.

4.1.1 CONVERGENCE PROPERTIES

The investigation of the convergence properties of the iter-

afire solution given by Equation (4-2) requires the analysis

of a related problem. Consider a scalar field H (i) which

is determined from a field model at position i. The corre-

sponding measured field is M (i) , and the bias to be deter-

mined is denoted by B. The analogous loss function to that

given by Equation (2-2) is

N
2

L(B) = E _(i) 6(i) (4-4)

i=l

where

2 2

0 (i) = H (i) - M (i) - B 2 + 2M(i)B (4-5)

The resulting equation, whose solution minimizes the loss

function of Equation (4-4), is given by

OB = b + F(B) (4-6)

l

where

0 = <H 2> - 3<}4 2>

4-2



b = <H2M> - <M3>

3 2
F(B) = B - 3B <M>

The nth iterative solution to Equation (4-6) is written as

B (n) = BTRUE + en (4-7)

where BTRUE = the exact solution to Equation (4-6)

en = the error of the iterative solution after
n iterations

Combining Equations (4-6) and (4-7) leads to the following
result:

where

8F
0 En+_± = _ e_B n (4-8)

_F

_--_= 3B(B - 2<M>) (4-9)

Thus, the ratio of successive errors is

en+l _ 3B(B - 2<M>}

_n <H 2> - 3<M 2>
(4-10)

Two limits to Equation (4-10) should be considered.

in the case, B/H<<1, Equation (4-10) reduces to

First,

•<

en+l --. 3B<H>

£n <H 2 >
(4-11)

4-3



Equation (4-11) indicates rapid convergence of the iterative

solution, because _n+l/sn is of the order B/H which has been

assumed to be small.

For B>>H, then, Equation (4-10) reduces to

Cn +i

E
n

= 1 (4-12)

["2:

For this case, the solution would converge very slowly.

Equation (4-10) yields only qualitative results for the real

three-dimensional magnetometer bias determination problem;

however, it is expected that the general conclusions will be

valid as illustrated by Equations (4-11) and (4-12).

4.1.2 SPECIFIC EXAMPLE OF CONVERGENCE

The AMPTE engineering data simulator (Reference 2) was used

to generate biased magnetometer data to investigate the con-

vergence properties of RESIDT. Two cases were considered in

approximating the limiting values discussed in Sec-

tion 4.1.1--B/H<<1 and B/H>>1.

The first case considered was B/H<<1; in this case,

200 data points were included in the calculation. Data that

included the perigee point at which the magnetic field at-

tains its maximum value was used. The magnetic field can be

resolved into a component along the AMPTE spin axis, HII,

and a component perpendicular to the spin axis, H i .

The maximum or perigee values for these components are

= 90 mG. The inputH AX = 240 milligauss (mG) and HII
_MAX

biases are 5 mG, i0 mG, and 15 mG along the x, y, and z spin

axes, respectively. The results of the bias determination

calculation using RESTDT are shown in Table 4-1.

Rapid convergence and very high accuracy is obtained. The

trial solution B (0), which corresponds to iteration 0 in

4-4



Table 4-1. Bias Determination Calculation for B/H << I

ITERATION (raG)
NUMBER Bx (raG) By

LOSS
FUNCTION

54621.0

5153.0

370.0

29.0

2.0

0.2

0.01

5.00288

4.98344

5.00481

4.99870

5.00037

4.99990

5.00003

12.0278

9.38109

10.1647

9.95352

10.0128

9.99635

10.0009

B (mG)
Z

15.0213

14.9473

15.0152

14.9959

15.0012

14.9997

15.0001

=.
u_
f,l

0=

NOTES:

NUMBER OF DATA POINTS = 200

HMAX = 240 mG

HMAX = 90 mG

TRUE BIASES:

B (raG) = 5
X

B (mG) ", 10
Y

B (mG)=' 15
Z

_,ŗ _._
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Table 4-1, initially was not accurate in the y component and

needed to be iterated to obtain satisfactory results.

Investigation of the case in which B>>H uses a subset of

the data used in the first test. Here, i00 data points well

outside the perigee region are used. For this test, HMAx =

5 mG and H_i_iAX_ = 2 mG. As before, the input biases are 5 mG,

i0 mG, and 15 mG. These results are presented in Table 4-2

and Figure 4-1. In this case, convergence is very slow and

incomplete, as predicted in Section 4.1.1. ,

4.1.3 EQUATIONS FOR BIAS UNCERTAINTIES

The square of the magnitude of the computed magnetic field

at point i is given by

<}?

2

g(i) = M(i) + B 2 - 2_ (i) • B (4-13)

The error covariance matrix Pg is
ik

8B
.pg = k

ik 3g (i) (4-14)

The relation between the computed magnetic field uncertainty

_(i) and the uncertainty in the bias _B, is

N

OBk• = _ Pgik og (i)

i=l

(4-15)

/.

Using Equation (4-13), the covariance matrix may be eval-

uated as follows:

1pg =
ik

(i))2 (Bk - M k

4-6
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Table 4-2. Bias Determination Calculation for B>>H

ITERATION LOSS S (mG) B (mG) Bz (rnG)NUMBER FUNCTION x Y'

0

10

20

30

4O

50

24100.0

1460.0

501.0

240.0

133,0

81.0

1.8

3.7

4.1

4,4

4.5

4.6

2.8

5.5

6.1

6.3

6.5

6.6

5.3

11.0

12,4

13.1

13.6

13.9 o

NOTES:

NUMBER OF DATA POINTS =

hMAX
± =

H_ AX =

TRUE BIASES:

B (raG) = 5
X

B (raG)= 10
Y

Bz (raG) = 15

100

5 mG

2rag

4-7
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Figure 4-i. RESIDT Bias Solutions as a Function of

Numerical Iterations
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The quantity 4g(i) is related to the uncertainty in the mag-

• netometer reading 6M[ i) by

6g(i) _ pM 6M(i)= il (4-17)

i=i

where

(i) - -2 i - M i)
i i _MI

(4-18)

The mean square uncertainties are related by

3

6g(i)2 = _ (PM)2iX 6Ml(i)

X=I

2

(4-19)

It is assumed that 6M_ i) = 6Mi (i.e., the uncertainty in the

magnetometer reading) is independent of component and posi-

tion. Therefore, the following result is obtained:

2

_g(i) = 4g (i) 6M 2 (4-20)

Using Equations (4-14), (4-16), and (4-20), the final result

is given by

dB k = 6M !i_ 9 (i) 2) I/2

(4-21)
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Equation (4-21) shows that if the bias components are com-

parable to the measurement, large uncertainties in the re-

sulting biases will result.

4.2 SOFTWARE DESCRIPTION

Like RESIDG, the RESIDT algorithm is a collection of FORTRAN-

callable subroutines (Figure 4-2). RESIDT is invoked by a

call to subroutine RESIDT, with the other routines generally

being transparent to the user. The following table de-

scribes the call argument parameters. These parameters ap-

pear in the table in the order in which they would be placed

in an actual call to the routine.

Name Type I/O Description

FLDSQD(1) R*8 I Magnitude of the model magnetic

field squared (mG 2)

FLDMES(I,J) R*8 I The Jth component of the measured

field (mG) at position I. The I

index is dimensioned to NDIM and

the J index is dimensioned to

three

NDIM 1"4 I Row dimension of FLDMES (NDIM,3)

NGOOD 1"4 I Number of actual data points

ANOISE R*8 I Magnetometer noise level (mG)

EPS R*8 I Convergence parameter for itera-

rive solution determined by BIASCL

ITERMX 1"4 I Maximum number of iterations in

BIASCL

IDEBUG 1"4 I If IDEBUG = 0, no debug printout

is written

IOUT 1"4 I FORTRAN unit number for debug

output

BIAS(3) R*8 O Computed biases (mG)

WEIGHT(l) R*8 O Computer normalized weights

IERR 1"4 O Return code for BIASCL

Table 4-3 snows the core requirements in an IBM S/360-95

computer for both RESIDG and RESIDT.

4 -i0



RESIDT

SYSTEM DRIVER

AVGCOF

COMPUTES
COEFFICIENTS

FOR RAW
DATA

COMPUTES
NORMALIZED

WEIGHTS

I
BIASCL

COMPUTES
BIASES

INVERT

MATR I X
INVERSION

UTI LITY

Figure 4-2. RESIDT System Baseline Diagram
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Table 4-3. Core Requirements for RESIDT and RESIDG

Modules

RESIDT MODULE RESIDG MODULE

SUBROUTINE CORE REQUIREMENT CORE REQUIREMENT
(BYTES)" SUBROUTI N E (BYTES) *

RESIDT

WTCA LC

AVGCOF

BIASCL

INVERT

0.92K

0.63K

2.3K

1.9K

1.7K

7.5K (TOTAL}

RESIDG

HLINFT

BSTR AP

FAODF

MATINV

7.OK

3.7K

3.6K

0.36K

1 .SK

16.2K (TOTAL)

"DATA ARRAYS ARE DIMENSIONED FOR 200 POINTS

4-12



SECTION 5 - AMPTE ENGINEERING SIMULATOR RUNS

%-_.i:....

This section describes the orbital conditions and attitude

constraints assumed for the purpose of this study and the

general results of the AMPTE simulator runs.

5.1 SPACECRAFT EPHEMERIS

The Keplerian orbital elements needed in this study are as

follows (Reference 2):

• Semimajor axis--30446.2 kilometers

• Eccentricity--0.780657

• Inclination--0.0 degrees

• Argument of perigee--90.0 degrees

• Right ascension of the ascending node--90.0 degrees

• Mean anomaly--320.0 degrees

• Epoch (YYMMDD.HHMMSS)--830901.000000

In this configuration, the major axis of the elliptical or-

bit lies approximately along the projection of the Earth/Sun

line on the orbit planes with apogee toward the Sun.

5.2 GEOMAGNETIC FIELD SIMULATION RESULTS

Figure 5-1 contains two pages of a sample printout from an

AMPTE engineering simulator run which used the orbital ele-

ments defined in Section 5.1. In the sample run, data is

generated every 15 seconds from a time well before perigee

1
(which occurs at approximately 830901.013800) to a time

22 minutes after perigee. The quantities shown are

• Spacecraft GCI position vector in kilometers

• Model geomagnetic field vector in the GCI (mG)

• Angle between the spin axis and the Sun line (de-

grees)

iTime in format YYMMDD.HHMMSS.
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• Earth to Sun unit vector in the GCI

• Components of the magnetic field in the spacecraft

fixed coordinate system (Reference 2)

A spin rate of i0 revolutions per minuter (rpm) was assumed

(Reference 3).

Figure 5-2 presents a plot of the major component of the

geomagnetic field (the component that is perpendicular to

the equatorial plane) against the time in minutes from per-

igee. The data was derived from the sample run in Fig-

ure 5-1. The magnitude of this component falls to about

50 mG (about 20 percent of perigee value) after 25 minutes

from perigee. The simulator run illustrated in Figure 5-1

showed that the distribution is symmetric about perigee.

The computed maximum value of the major component of the

geomagnetic field at perigee is about 240 mG. The total

magnitude (rms) at perigee is about 265 mG.

Work from previous missions, in particular the Solar Maximum

Mission (SMM), indicates that the magnetic field should be

in excess of approximately 50 mG for the magnetometers to be

effective in determining spacecraft attitude. In addition,

the data sample should include several variations in the

strength of the field (Reference i). In accordance with

these findings, the simulator results indicate that the mag-

netometers may be effective only within about a 50-minute

window around perigee (perigee _ 25 minutes). The effects

of proximity to perigee on algorithm performance are dis-

cussed in Section 6.

5.3 EARTH OCCULTATION SIMULATION RESULTS

Given the zero-degree inclination of the CCE orbit and the

relatively low altitude at perigee, the periods during which

the CCE Sun sensor will be occulted by the Earth are of par-

ticular interest. The occultation algorithm in the AMPTE

5-4
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engineering simulator is that of a simple cylindrical model

(Reference 2). Basically, the angle between the spacecraft-

to-Earth vector and a spacecraft-to-perpendicular-Earth

radius vector is used as a reference. The sensor is con-

sidered occulted whenever the angle between the spacecraft-

to-Earth vector and spacecraft-to-Sun vector falls below

this reference. A sample result of this computation is

shown in Figure 5-1; YES and NO in the right-most column

indicate that the Sun is or is not occulted, respectively.

The AMPTE simulator runs indicate that the sensor will be

occulted from roughly 13 minutes before perigee until

4 minutes after perigee, given that the apogee-perigee line

is Sun pointing. Thus, Sun data will not be available for

roughly one-third of the time during which optimal magne-

tometer data is available. As long as the CCE attitude re-

mains constant, however, this may not be a problem. An

essentially unlimited amount of Sun data will be available

away from perigee.
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SECTION 6 - TEST PROCEDURES AND RESULTS

The RESIDG and RESIDT magnetometer bias algorithms were

tested to determine the variation of simulated results as a

function of changes in the simulated engineering character-

istics of the sensors. This section describes the tests

that were run and the test results.

6.1 SOFTWARE DRIVER DEVELOPMENT

Because both RESIDG and RESIDT are in the form of FORTRAN

subroutines, a driver module was developed to exercise the

software. The driver routine provides for NAMELIST input

that allows pertinent parameters to be varied. It also pro-

vides for the printing of results and important intermediate

quantities. The subroutine that reads the AMPTE Interface

Data Set (AIDS) was also included in the software package

(Reference 2).

6.2 TEST OBJECTIVES

For this study, two major objectives were defined:

• First objective--To determine the performance

(i.e., accuracy) of the magnetometer bias determi-

nation algorithms under varying conditions of mag-

netometer bias magnitude, data period, sensor

granularity, orbital position (proximity to per-

igee), and sensor misalignment.

• Second objective--Given the test data determined by

the above studies, to present specific engineering

conclusions that would guide _MPTE Project engi-

neers in selecting AMPTE hardware and software com-

ponents.

6.3 MAGNETOMETER BIAS MAGNITUDE TEST RESULTS - IDEAL DATA

Several tests were made using "ideal" data to determine the

effects of increasing bias magnitude on the RESIDT and

6-1



RESIDG algorithms. Ideal data is that which does not in-

clude the effects of sensor granularity. (For comparison,

the tests described in the following subsections do include

sensor granularity). Tables 6-1 and 6-2 show the test cases

run and the test results for the tests using ideal data.

Note that the biases simulated ranged from x, y, z compo-

nents of 5, 10, and 15 mG up to 60, 80, and 100 mG, and that

the data periods simulated were i0, 20, 30, and 60 seconds.

In the tests shown in Tables 6-1 and 6-2, the RESIDG algo-

rithm was given the same initial bias estimate as that com-

puted by RESIDT. The RESIDG algorithm has the capability of

taking this initial estimate from NAMELIST input, whereas

RESIDT cannot. These procedures were followed, however, to

ensure equal testing conditions for both algorithms.

The results of the tests in Tables 6-1 and 6-2, and in suc-

ceeding tables are reported in terms of "acturacy" with ac-

curacy defined as

M =[_ (B i
i=l

, 2]1/2- Bi) (6-1)

where the B. values are the simulated biases for the x, y,
1

and z axes, and the B' values are the calculated biases
i

Table 6-1 shows that the overall accuracy of the RESIDG al-

gorithm was very good--2 mG or less for the cases in which

the solution did converge. As expected, the accuracy de-

creased slightly with increased magnetometer bias and de-

creased data frequency.

At and above the biases of 40, 60, and 80 mG (which repre-

sent about 35 percent of the maximum geomagnetic field at

perigee), RESIDG begins to break down. Two of the solutions

diverged.
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Table 6-2 shows that the overall accuracy of the RESIDT al-

gorithm, like the RESIDG algorithm, is very good under ideal

conditions. The overall errors ranged from zero to about

1-1/2 mG. As was the case in Table 6-1, the RESIDT algo-

rithm shows that accuracy decreased slightly with increasing

magnetometer bias magnitude and decreasing data frequency.

However, one significant attribute of the RESIDT algorithm

was that it did converge for all the test cases, whereas the

RESIDG algorithm diverged for two of the test cases.

More extensively detailed and realistic (granularity in-

cluded) tests are described in Section 6.4.

6.4 DATA PERIOD AND SENSOR GRANULARITY TEST RESULTS

Tests for the combined effects of data frequency and sensor

granularity were conducted for both the RESIDG and RESIDT

algorithms. For RESIDG, the tests used the initial bias

estimates from the RESIDG initial estimator. As stated pre-

viously, RESIDT generates its own initial estimate of the

biases.

Tables 6-3 and 6-4 show the tests that were run using the

RESIDG and RESIDT algorithms, respectively. The left-hand

columns show that magnetometer biases of x, y, z component

values of 5, i0, 15 and 40, 60, 80 mG were simulated. For

each combination of magnetometer bias, sensor granularities

of 1.6 mG, 3.2 mG, 5.0 mG, 8.0 mG, and 14.0 mG were simu-

lated. With each combination of bias magnitude and sensor

granularity, solutions were obtained for data periods rang-

ing from 6 seconds to 42 seconds in increments of 2 seconds.

The right-hand columns in Tables 6-3 and 6-4 show the com-

puted magnetometer bias for each (x, y, z) component, and

the deviation of the computed bias from the simulated bias.
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The column headed "Total Deviation" reports the root-mean-

square (RMS) magnitude of the deviation in units of milli-

gauss, and total deviation defined here is the same as

"accuracy" as defined in Equation 6-1.

The test data spanned the perigee time and was taken from a

constant 1000-second (16 minutes, 40 seconds) interval for

all tests. Thus, as the simulated data period is increased,

the total number of data points is decreased to maintain a

constant total time interval of 1000 seconds.

Figures 6-1 through 6-5 show the simulated accuracy (mG) of

the RESIDG algorithm for the granularity values of 1.6, 3.2,

5.0, 8.0, and 14.0 mG over the range of data periods simu-

lated (6 to 42 seconds). Figures 6-1 and 6-5 are plots of

the values in the Total Deviation column in Table 6-3.

These figures show the striking correlation between bias

determination accuracy and data period. The accuracy is

observed to be periodic with a period of 6 seconds (the spin

period of the AMPTE spacecraft) for all resolutions. Also,

the amplitude of oscillation generally is independent of the

data period for a given resolution. The peaks of the

oscillations occur at 6, 12, 18, 24, 30, 36, and 42 sec-

onds. In a few cases, peaks appear as shoulders and are not

completely distinct. When the data period is a multiple of

6 seconds, each magnetometer data sample is nearly the same

as in previous samples; thus, this results in poor geometry

for the least-squares algorithms. The best geometry occurs

when successive readings differ by 180 degrees (e.g., a

9-second data period).

The results using the RESIDT algorithm qualitatively were

the same as for the RESIDG algorithm. The behavior of the

RESIDT algorithm showed the same oscillatory behavior as a

function of data period.
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51 i_
Figures 6-6 and 6-7 show both the RESIDG and RESIDT results

for 1.6 mG granularity and the 5, i0, 15 mG and 40, 60,

80 mG bias vectors. For the 5, i0, 15 mG case, both algo-

rithms give almost identical results, with RESIDT giving

better results near the peaks. For the 40, 60, 80 mG case,

RESIDG gives far better results than RESIDT. This is be-

cause the RESIDG initial bias estimate is much more accurate

than that used by RESIDT for large biases. However, both

RESIDT and RESIDG give good results for the "good geometry"

data periods (data periods that result in minimum values of

the oscillation in accuracy), even when the relatively large

bias vector of 40, 60, 80 mG is present.

With regard to accuracy versus sensor granularity alone, no

universal curve appears to describe accuracy versus gran-

ularity for a specific data period (Figure 6-8). However,

accuracy gets worse as the granularity increases, and gran-

ularities greater than 5 mG lead to large errors for the 6-

and 12-second data periods. Figure 6-8 does enable one

significant conclusion. The overall accuracy is much more

dependent on a judicious choice of data period rather than

on sensor granularity. Even for a "poor" sensor granularity

value (e.g., 8 mG or 14 mG), the accuracy of the RESIDG al-

gorithm is good for data periods that are not multiples of

the spacecraft spin rate (e.g., 8-, I0-, or 14-second data

periods illustrated in Figure 6-8).

6.5 NONPROXIMITY TO PERIGEE TEST RESULTS

Several tests were run to determine _he effect of varying

the data collection time period (1000-second duration) over

different locations within the simulated highly elliptical

AMPTE orbit. Specifically, the purpose of the test was to

determine the effects of not spanning perigee time during

the data collection period.
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All tests used a 1000-second data collection period (16 min-

utes, 40 seconds) beginning at times (YYMMDD.HHMM) ranging

from 830901.0000 to 830901.0130 (Tables 6-5 and 6-6). The

perigee time assumed was 830901.0138. For each simulation,

at 15-minute intervals (830901.0000, 830901.0015, ...

830901.0130), a sensor granularity of 3.2 mG and a data

period of i0 seconds were used. Tests were performed for x,

y, z bias vectors of 5, i0, 15 and 40, 60, 80 mG. Note that

the test with the starting time of 830901.0130 is the one

that spans the perigee time. "Accuracy" in Tables 6-5 and

6-6 is the same as defined by Equation (6-1).

Figure 6-9 presents a plot of the computed accuracy versus

start time. Figure 6-9 illustrates that accuracy is indeed

dependent on proximity to perigee. Data taken at a starting

time 40 minutes before perigee (or closer to perigee) was

much more accurate than data taken 1 hour or more before

perigee.

Two other observations are apparent from Figure 6-9. First,

accuracy is dependent on bias magnitude. For the 10-second

simulated data period the results for the 5, 10, 15 mG bias

vector were in general half an order of magnitude (or more)

better than the 40, 60, 80 mG case. Even for data taken

1 hour away from perigee, the accuracy for the 5, 10, 15 mG

bias case was acceptable on the order of a few milligauss.

The second additional observation is that the RESIDG and

RESIDT algorithms performed roughly equivalently; neither

algorithm was significantly superior to the other either

close to or away from perigee.

6.6 SENSOR MISALIGNMENT TEST RESULTS

Several tests were made to determine the effects of magne-

tometer misalignment. The x-axis was misaligned in the x-y

plane toward the y-axis; the y-axis was misaligned in the
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5

x-y plane toward the x-axis; the y-axis was misaligned in

the y-z plane toward the z-axis; and, the y-axis was mis-

aligned out of the x-y and y-z planes. Table 6-7 shows the

results of these tests. The tests were run with an x, y, z

component bias of 5, i0, and 15 mG; 3.2 mG sensor granu-

larity; and a data period of 10 seconds.

The tests in Table 6-7 show that as the x-axis is rotated

toward the y-axis in the x-y plane, the error seen is almost

linear as a function of the angle (Figure 6-10). In this

situation, the × and y biases are coupled together, while

the z bias is almost unaffected by the misalignment. This

occurs because the bias determination algorithms are at-

tempting to adjust the biases such that the magnitude of the

measured field in the x-y plane is the same as the computed

field. Because the z-bias has no effect on the component of

the field in the x-y plane, it is not adjusted erroneously

in an attempt to compensate for the misalignment; the x and

y biases are adjusted erroneously.

The same effect was noticed when the y-axis was rotated in

the x-y plane toward the x-axis. When the y-axis was ro-

tated toward the z-axis in the y-z plane, the y and z biases

were adjusted by the algorithms to compensate for misalign-

ment (Table 6-7). When a general rotation of the y-axis was

performed such that the y-axis lies out of both the x-y and

y-z planes, all biases were adjusted.

_u___ ¸
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,...Y SECTION 7 - CONCLUSIONS

.--.4-_,x

On the basis of this study, several conclusions are pre-

sented.

7.1 SENSITIVITY TO DATA PERIOD

Selection of a "good" data period for the CCE magnetometer

data readings is the single most critical factor in obtain-

ing accurate magnetometer bias determination results. The

accuracy of the results is more sensitive to data period

than any other effect (i.e., sensor granularity, magne-

tometer bias, or sensor misalignment).

In the tests for sensitivity to data period (using data

periods ranging from 6 to 42 seconds in increments of 2 sec-

onds), the accuracy oscillated over an order of magnitude.

The worst-case data period is equal to the spin period of

the spacecraf_ plus multiples of the spin period (in this

case, 6 seconds + n • 6 seconds, n = 0, i, 2...). The

best-case data period would be such that successive magne-

tometer readings are taken when the spacecraft has rotated

# radians (180 ° ) relative to the previous reading (e.g.,

a 9-second data period plus multiples of 6 seconds). (See

Figures 6-1 through 6-5).

7.2 SENSITIVITY TO SENSOR GRANULARITY

Bias determination accuracy does depend somewhat on sensor

granularity, but not as much as on data period. Figures 6-1

througn 6-5 illustrate that the general trend is toward less

accuracy as the granularity increases; however, for good

data periods (minimums of the oscil!at.ions), the values of

the accuracy were excellent (about 1 mG or less} even for

granularities as high as 14 mG.

A granularity of 5.0 mG or less is recommended for the AMPTE

mission. Good results were obtained for granularity values
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of 1.6 mG, 3.2 mG, and 5.0 mG, even when a poor data period

(6 or 12 seconds) was used (Figure 6-8). Large errors may

occur if the sensor granularity is large, particularly if a

poor data period is chosen.

7.3 SENSITIVITY TO MAGNETOMETER BIASES

High magnetometer biases (e.g., up to a 40, 60, 80 mG, x, y,

z bias vector), in general, do not seem to be a significant

problem for the RESIDG and RESIDT algorithms used in this

study, particularly when the data spans perigee. For the

sensor granularities of 1.6 mG through 14.0 mG, the results

(Figures 6-1 through 6-5) indicate that higher bias magni-

tude (e.g., a 40, 60, 80 mG bias vector) results in only

slightly worse accuracy than a lower bias magnitude (e.g., a

5, i0, 15 mG bias vector). For the above cases, data period

is a far more important effect than magnetometer bias. For

data taken substantially away from perigee (e.g., 1 hour or

more), high magnetometer bias does result in poor accuracy;

however, utilization of data that far away from perigee is

not recommended.

7.4 SENSITIVITY TO PERIGEE PROXIMITY

For the AMPTE mission, it is recommended that the major data

collection period be confined to a window of about _25 min-

utes from perigee, the region in which the principal compo-

nent of the geomagnetic field is about 50 mG or greater

(Figure 5-2). Figure 6-9 illustrates that good results may

be obtained as much as 40 minutes away from perigee, if the

bias magnitude is not high. However, good results (an ac-

curacy of about i mG) were obtained for both the high and

low magnetometer bias cases for the data taken within

25 minutes of perigee.
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7.5 SENSITIVITY TO SENSOR MISALIGNMENT

The effects of misalignment of the x- and y-axis magnetom-

eters are significant. In tne range simulated (0 to 5 de-

grees), an error of about 1 mG resulted per each degree of

misalignment.

7.6 RECOMMENDED BIAS DETERMINATION ALGORITHM

For small magnetometer biases (e.g., a 5, I0, 15 mG bias

vector), the RESIDG and RESIDT algorithms performed roughly

the same qualitatively. Both algorithms show the oscilla-

tory behavior described above as a function of data period.

For larger magnetometer biases (e.g., a 40, 60, 80 mG bias

vector), RESIDG gives significantly better performance than

does RESIDT (Figures 6-7 and 6-9). However, for good data

periods, both RESIDG and RESIDT perform well even when large

biases are present.

The recommended bias determination algorithm is to use the

RESIDT iteration method with the option to use the RESIDG

trial solution. For large biases the RESIDG initial bias

estimate is more accurate than that used by RESIDT. How-

ever, RESIDT was found to be more stable than RESIDG. There

were no cases found in this study in which RESIDT diverged.

RESIDG did diverge in several cases where large magnetometer

biases were present.

7.7 NECESSITY FOR SIMULTANEOUS DATA READINGS

Because the CCE spacecraft is rotating, it is necessary that

the three readings from the magnetometer triad be obtained

simultaneously for use with the magnetometer bias determina-

tion algorithms tested in this study. This requires either

that the three readings occur simultaneously in the telem-

etry data, or that each of the readings be accurately time-

tagged such that all three readings can be rotated to a

common time using the known spin rate.
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